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SUMMARY

Numerical methods have become well established as tools for solving problems in hydraulic engineering.
In recent years the �nite volume method (FVM) with shock capturing capabilities has come to the fore
because of its suitability for modelling a variety of types of �ow; subcritical and supercritical; steady
and unsteady; continuous and discontinuous and its ability to handle complex topography easily.
This paper is an assessment and comparison of the performance of �nite volume solutions to the

shallow water equations with the Riemann solvers; the Osher, HLL, HLLC, �ux di�erence splitting
(Roe) and �ux vector splitting. In this paper implementation of the FVM including the Riemann solvers,
slope limiters and methods used for achieving second order accuracy are described explicitly step by
step. The performance of the numerical methods has been investigated by applying them to a number
of examples from the literature, providing both comparison of the schemes with each other and with
published results. The assessment of each method is based on �ve criteria; ease of implementation,
accuracy, applicability, numerical stability and simulation time. Finally, results, discussion, conclusions
and recommendations for further work are presented. Copyright ? 2002 John Wiley & Sons, Ltd.

KEY WORDS: �nite volume; shallow water equations; shock-capturing; Riemann solvers; second
order accuracy; source terms

1. INTRODUCTION

Numerical methods such as the �nite di�erence, �nite element and �nite volume methods have
become well established tools in physics and engineering. While �nite di�erence schemes such
as the Preissmann and Abbott-Ionescu schemes [1] are widely used in hydraulic engineering,
they are not suitable for certain types of problem, particularly �ows which exhibit discontinu-
ities. These limitations can be dealt with by introducing shock capturing schemes [2, 3]. How-
ever, shock capturing capabilities are much easier to implement in the �nite volume method

∗ Correspondence to: K. S. Erduran, WRSRL, Department of Civil Engineering, University of Newcastle, Newcastle-
upon-Tyne, NE1 7RU, U.K.

† E-mail: Kutsi.Erduran@ncl.ac.uk
‡ E-mail: Vedrana.Kutija@ncl.ac.uk
§ E-mail: C.J.M.Hewett@ncl.ac.uk

Contract=grant sponsor: Turkish Republic Ministry of National Education

Received April 2001
Copyright ? 2002 John Wiley & Sons, Ltd. Revised 6 April 2002



1238 K. S. ERDURAN, V. KUTIJA, AND C. J. M. HEWETT

(FVM) because it uses the conservative form of the governing equations [4]. Moreover, the
FVM has the advantage over the �nite di�erence method that it can be implemented on any
type of grid, structured or unstructured [5], and the advantage over the �nite element that
it requires signi�cantly less computational e�ort [6]. The FVM is based on discretization of
the computational domain into smaller sub-domains over which the equations are integrated.
Shock capturing capabilities are provided by solving a series of one dimensional Riemann
problems on the boundary of each sub domain.
FVM with shock-capturing schemes applied to the shallow water equations is thus suitable

for modelling a variety of types of �ow; subcritical and supercritical; steady and unsteady;
continuous and discontinuous and it is thus emerging as a powerful tool in computational
hydraulics. In recent years, increased attention has been paid to the use of the �nite vol-
ume method (FVM) with shock-capturing schemes for hydraulic engineering problems. Most
examples given in literature are simulations of discontinuous �ows. The simulation of dam
break problems is one of the most popular [6], followed by the simulation of an oblique shock
wave [7], tidal wave propagation [8], hydraulic jumps [9], and sustained hydraulic jumps [10].
There are also other examples such as the simulation of �ow in initially dry areas [11], and
in a meandering channel [12, 13]. Recently a river bed deformation due to cut o� has been
simulated by Zhao et al. [14]. Shock capturing schemes have been investigated by a num-
ber of authors. Zhao et al. [6] compared the accuracy, stability and simulation time of three
�rst order approximate Riemann solvers; �ux–vector splitting (FVS), Roe and Osher. Delis
et al. [15] compared the applicability and validity of four approximate Riemann solvers in-
cluding the Lax-Friedrichs Riemann solver. In addition, a comparison between �rst and second
order accurate solution of �ux di�erence scheme (Roe) can be found in Kumar Jha et al. [16].
In several articles, the application of each scheme using �rst and second order accurate so-
lutions can be found. For instance, use of the �rst order Osher scheme is reported by Zhao
et al. [6], the second order HLL scheme is used by Mingham and Causon [5], Causon et
al. [17] and Mingham and Causon [18], a �rst order HLLC scheme is used by Zoppou and
Roberts [11], �rst and second order accurate Osher scheme are used by Erduran et al. [13],
the second order Roe scheme is applied by Alcrudo and Garcia-Navarro [19] and �rst order
FVS is given by Shen et al. [20] as an example of one of the numerical engines in their
model RBFVM-2D.
This paper is an assessment and comparison of the performance of �nite volume solutions

to the shallow water equations with �ve Riemann solvers found in the literature [21–28], all of
which are based on the theory of characteristics; the Osher, HLL, HLLC, Roe (�ux di�erence
splitting) and �ux vector splitting schemes. In Sections 2, 3, and 4 the �nite volume method,
Riemann solvers, and methods used for achieving second order accuracy are described, re-
spectively. The theoretical bases are avoided and only main features of the solution schemes
are given; the authors intend these three sections to be particularly useful to non-specialists as
the method is explained in simple terms and the implementation is described explicitly step
by step. In Section 5 the features of SHAW5o (SHAllow water equations solved by �nite
volume method), a tool developed at Newcastle University, are introduced. In Section 7 the
performance of the numerical methods is assessed by applying them to a number of examples
from the literature described in Section 6, providing both comparison of the schemes with
each other and with published results. The assessment is made according to �ve criteria; ease
of implementation, accuracy, applicability to a variety of problems, numerical stability and
simulation time. These cases are chosen with care so that speci�c goals can be achieved.
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The aim is to assess and compare the performance of the schemes with respect to accuracy,
applicability, stability and computation time. There are some examples that not all of the
schemes presented can handle such as problems involving rarefaction shock waves. The sig-
ni�cance of such errors is investigated. Since the solution scheme is explicit there is a re-
quirement for a limit on time step in order to ensure stability. Although stability analysis is
based on experimental work, results have been compared with stability conditions de�ned in
the literature. Placing a limit on the time step has implications for how long a simulation
takes to run. Therefore, the time taken to complete each simulation is also recorded. Speci�c
examples are used to compare di�erent slope limiters and di�erent second order time integra-
tion approaches. Finally, two important problems are discussed; �rst, the friction computation,
which is based on a wide channel approximation; and second, the use of splitting techniques,
where the balance between �uxes and source/sink terms cannot be always achieved and can
produce considerable errors. Conclusions and suggestions for further work are given at the
end of the paper.

2. METHODOLOGY

The two-dimensional form of the shallow water equations can be written as

@h
@t
+

@(hvx)
@x

+
@(hvy)
@y

=0

@(hvx)
@t

+
@(hv2x + gh2=2)

@x
+

@(hvxvy)
@y

= gh(Sox − Sfx)

@(hvy)
@t

+
@(hvxvy)

@x
+

@(hv2y + gh2=2)
@y

= gh(Soy − Sfy)

(1)

where h is the water depth, vx, vy represent the depth-averaged velocity components in the
x and y directions, g is the acceleration due to gravity, Sox and Sfy are the bed slopes and
friction terms, respectively, in the x direction and similarly for Soy and Sfy in the y direction
(Figure 1).
Denoting p1= h; p2 = hvx; p3 = hvy and de�ning the conserved physical vector p=[p1; p2;

p3]T, the conservative vector form of the shallow water equations can be written in vector
notation as follows:

@p
@t
+

@f(p)
@x

+
@g(p)
@y

= b(p) (2)

where f(p), g(p) are the �ux vectors in the x and y directions, respectively, and b(p) denotes
source/sink terms.
Equation (2) can also be written in the compact–conservative form given below by denoting

F(p)= [f(p)g(p)]T

@p
@t
+ (∇:F)T = b(p) (3)
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Figure 1. Water depth, channel bottom and slope.

The FVM is based on integration of the equations of interest over each �nite volume (cell)
covering the computational domain. Thus,∫

V

(
@p
@t
+ (∇:F)T

)
dV =

∫
V
b(p) dV (4)

where V represents the volume over which integration is performed.
Assuming that p varies with time but is constant over the cell, applying the divergence the-

orem to the second term on the left hand side of Equation (4), using the rotational invariance
property between f(p) and g(p) on each side of the cell and resolving F(p) in the direction
of the normal vector n, the 2D equations are reduced to a number of 1D local problems
which are solved separately; one across each cell boundary. In discretized form these are
given by

A
dp
dt
=−

m∑
k=1
T−1(�k)f k(qk)Lk + Ab(p) (5)

where A is the area of the cell, m is the number of sides of the cell, k is an index that
represents the side, �k is the angle between the outward normal vector n and the x axis,
T(�k) is the transformation matrix which can be obtained by rotating the co-ordinate axes,
T−1(�k) is the inverse transformation matrix, Lk is the length of the kth cell side, qk is the
transformed conserved physical vector obtained by multiplying p by the transformation matrix
and f k(qk) is the transformed numerical �ux vector. For convenience, hereafter superscript k
will be omitted. It will only be used for Lk as a reminder. We have

q=T(�)p=[h; hu; hv]T and f(q)= [hu; hu2 + gh2=2; huv]T
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Figure 2. Typical �nite volume cell and Riemann interface.

where u, v are local components of velocity in the normal and tangential directions respectively
given by

u= vx cos �+ vy sin �; v=−vx sin �+ vy cos �

Each of these 1D local problems is a Riemann problem de�ned to be an initial value problem
which exhibits an abrupt change in the �ow variables. The Riemann problem is characterised
by two states, for which the conservative variables have known values at the beginning of a
time step, separated by a line called the Riemann interface. If we let xn be a local co-ordinate
normal to the cell side the Riemann problem can be written:

@q
@t
+

@[f(q)]
@xn = 0 (6)

The initial state is given by

q(xn; 0)=

{
qL; xn¡0

qR; xn¿0

where qL and qR denote the values of the transformed conserved physical vector to the left
and right of the cell interface, respectively. The inside of the cell under consideration always
corresponds to the left hand side of the Riemann interface, and the neighbouring cell to the
right hand side as shown in Figure 2.
Equation (6) is solved numerically, giving the normal �ux through each cell boundary,

denoted f(qL; qR) in Figure 2. For more detailed information about the solution presented so
far, see Zhao et al. [6], Tan [25], Hirsch [26].
In practice, it is not always possible to use the FVM to solve Equation (5) directly. In

such cases the source/sink terms are dealt with separately. This is achieved using a splitting
technique. The shallow water equations given in Equation (2) are split into two parts; the
homogeneous part, which consists of only the terms on the left-hand side of the equation,
and the inhomogeneous part, which is of the form:

@p
@t
= b(p) (7)
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The homogeneous part is solved using Euler’s method, giving the following expression:

pn+1 = pn − �t
A

m∑
k=1
T−1(�)f(q)Lk (8)

where pn+1 shows values at the next time step and �t is the length of the time step. This
equation shows that, in order to �nd the conservative variables h, hvx, hvy at the next time
step, �rst the numerical �uxes for each cell side are computed, they are then multiplied by
the inverse transformation matrix and the length of the corresponding cell side and summed.
The inhomogeneous part, which is the set of ordinary di�erential equations (ODEs) given

in Equation (7), can be solved by any suitable method. Here a fourth order Runge Kutta
method is adopted.
Note that the solution to these ODEs uses as initial values the conservative variables ob-

tained from Equation (8). Hence, the solution of Equation (7) gives the corrected values at
the next time step. It may be worth mentioning that, although the fourth order Runge Kutta
method is used for the solution of ODEs, the solution of the system is still �rst order accurate
as shown in Equation (9).

pn+1 =S(�t)[H(�t)[pn]] (9)

where S(�t) and H(�t) are operators which correspond to solutions to the inhomogeneous
(source=sink terms) and the homogeneous parts, respectively.
Brie�y, for a �rst order accurate solution, the following steps are taken:

(a) Solve Equation (6) numerically to calculate �uxes.
(b) Use Equation (8) to �nd the new values of the conservative variables (ignoring the

source=sink terms).
(c) Solve Equation (7) by taking the values of the conservative variables calculated at the

previous time step as initial values in order to �nd the values at the next time step.

3. RIEMANN SOLVERS

The approximate Riemann solvers presented here are HLL, HLLC, Osher, �ux di�erence
scheme (FDS) i.e. Roe, �ux vector splitting. The solution of the Riemann problem in these
schemes is based on characteristic theory. More information about characteristic theory can be
found in Abbott and Minns [1]. In the solution to the 2D shallow water equations there are
three characteristic lines corresponding to eigenvalues �1; �2; �3 as shown in Figure 3. There
are two constant states which have the known values of the conservative variables and which
lie below the �rst and third characteristics, shown as the shaded area in the �gure.
Each 1D problem can be written in the form of Equation (6), where the transformed

numerical �ux vector f(q) has the form given below:

f(q)= [hu; hu2 + gh2=2; huv]T

Equation (6) can be represented by the quasi-linear equation given below.

@q
@t
+ J

@q
@x
= 0 (10)
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Figure 3. Structure of the Riemann problem in xn – t+0 plane.

where J is the Jacobian matrix (also known as the coe�cient matrix) given below.

J=




@f1
@q1

@f1
@q2

@f1
@q3

@f2
@q1

@f2
@q2

@f2
@q3

@f3
@q1

@f3
@q2

@f3
@q3



=




0 1 0

−u2 + c2 2u 0

−uv v u




Solution of the Riemann problem requires knowledge of the slope of the characteristic lines
(eigenvalues). These are found by solving the characteristic equation, |J−�I|=0. The solution
yields three eigenvalues; �1 = u − c; �2 = u; �3 = u + c given in order of ascending magni-
tude, where c=

√
gh. Note that the Jacobian matrix J is diagonalizable and the hyperbolic

equation (6) can thus be written as a system with real eigenvalues and the diagonalizable
coe�cient matrix given above. Some Riemann solvers also require the Riemann invariants
to be known, which means that the eigenvectors are also required. The eigenvectors, S, are
obtained from the equation JS= �S and the solutions for corresponding eigenvalues �1; �2; �3
are S1 = [1; u − c; v]T, S2 = [0; 0; 1]T, S3 = [1; u + c; v]T, respectively. The Riemann invariants
are constant along the characteristics. They can be found by solving the following ordinary
di�erential equations for each eigenvector:

dq1
�j1

=
dq2
�j2

=
dq3
�j3

where j is the number of the eigenvector, �jk denotes the kth component of Sj.
The above equations produce two Riemann invariants for each eigenvector, denoted  i

j ,
i=1; 2. We have

 11 = u− 2c;  21 = v;  12 = u;  22 = h;  13 = u+ 2c;  23 = v

The aim of solving the Riemann problem is to �nd the solution in the wedge between the
�rst and third characteristic lines [27]. The Riemann problem must be constructed and solved
at each cell interface, thus the number of solutions for each cell equals the number of sides
of the cell.
The schemes used here to solve the Riemann problem are upwinded (also known as biased

or upstream). It means upwind discretization is applied in the direction of �ow. They are
monotone (also called positive). In other words, occurrences of local extreme values are
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Figure 4. Osher integration paths (�1;�2;�3), intersection points (qA; qB),
sonic points (S1; S3) and slope of characteristics.

avoided. More information about these two characteristics can be found in Tan [25]. In the
use of the �rst order accurate solution of the schemes, monotonicity is preserved. However,
in the higher order accurate solution, an oscillation (the occurrence of local maximal or
minimal value) is observed. One way to preserve monotonicity is to apply the Total Variation
Diminishing (TVD) method (see Section 4).
In the following subsections, a step by step solution procedure for the schemes mentioned

above is brie�y given. For the complete solution, the reader can refer to Toro [21, 27].

3.1. Osher scheme

There are two ways to follow Osher’s method. One is the original Osher scheme (sometimes
called O-ordering) and the other is known as a physical ordering or P-ordering [21]. In this
paper only P-ordering is presented.
In Figure 4, the sonic point (critical point) represents a point where the characteristic speed

becomes zero and occurs when the wave is crossed (the sign of the characteristic speed
changes). A point where two characteristics intersect is called an intersection point. In order
to �nd these points, the Riemann invariants are used. At points A and B, the velocities and
water depths can be given as follows:

uA= uB=
 L +  R
2

; hA= hB=
1
g

(
 L −  R
4

)2

and at points S1, S3 they can be given as

uS1 =
1
3  L; hS1 =

(uS1)
2

g
; uS3 =

1
3  R ; hS3 =

(uS3)
2

g
; vL = vA= vS1 ; vR = vB= vS3

where  L = uL + 2
√

ghL,  R = uR − 2√ghR are constant across �1 and �3, respectively.
Each integration path is drawn to be tangential to the corresponding eigenvector. The solu-

tion begins with splitting the Jacobian matrix of the shallow water equations into two as one
part has only positive eigenvalues and the other has only negative eigenvalues. Similarly, the
�ux vector can be split. Then, by choosing the direction of integration (left to right or right
to left), the integration is completed according to the sign of the eigenvalues. By considering
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Table I. Estimation of the normal �ux using Osher scheme [4].

Hydraulic uL − cL¿0 uL − cL¿0 uL − cL60 uL − cL60
Conditions uR + cR¿0 uR + cR60 uR + cR¿0 uR + cR60

uA¿0 f(qL) + f(qR) f(qS1 )− f(qS3 )
uA − cA¿0 f(qL) −f(qS3 ) f(qS1 ) +f(qR)

uA¿0 f(qL)− f(qS1 ) f(qL)− f(qS1 ) f(qR) + f(qA)
uA − cA60 +f(qA) +f(qA) + f(qR)− f(qS3 ) f(qA) −f(qS3 )
uB60 f(qL)− f(qS1 ) f(qL)− f(qS1 ) + f(qB) f(qB)− f(qS3 )
uB + cB¿0 +f(qB) −f(qS3 ) + f(qR) f(qB) +f(qR)

uB60 f(qL)− f(qS1 ) f(qL)− f(qS1 )
uB + cB60 +f(qS3 ) +f(qR) f(qS3 ) f(qR)

only the negative eigenvalues, the integral equation from left to right for the general case can
be given as follows:

f(qL; qR) = f(qL) +
∫ qS1

qL
J−(q) dq+

∫ qA

qS1

J−(q) dq+
∫ qB

qA
J−(q) dq

+
∫ qS3

qB
J−(q) dq+

∫ qR

qS3

J−(q) dq (11)

where J− is a Jacobian matrix, which has only negative or zero eigenvalues, f(qL; qR) denotes
the normal �ux through the cell interface from left to right.
The integration results in the 16 di�erent cases shown in Table I and each one determines

the numerical �ux through each cell interface. Each case represents a hydraulic condition [4].
An outline of the steps required to solve the Riemann problem using the Osher scheme are

given below. For more detail the reader is referred to the literature.

(a) Prepare the left and right initial data for the initial value Riemann problem for each
cell interface by computing uL, vL and hL for the left interface and uR, vR and hR for
the right interface.

(b) Compute wave speeds for both interfaces cL, cR and the Riemann invariants  L;  R.
(c) Compute uA; uB; hA; hB; vA;vB; cA; cB; uS1 ; hS1 ; uS3 ; hS3 ; vS1 ; vS3
(d) Estimate the normal �ux at each cell interface by taking the appropriate normal �ux

de�nition given in Table I.

3.2. HLL scheme

The HLL scheme was developed by Harten et al. [23]. Unlike the other Riemann solvers,
the solution takes account only of the left and right characteristics. This results in three states
that are separated by two characteristics as shown in Figure 5.
In Figure 5, �min; �max refer to the minimum and maximum wave speeds, respectively.

Estimation of these is given later.
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Figure 5. The structure of HLL Riemann solver.

As can be seen from Figure 5, there are three regions; the left region, which lies below
and to the left of OD, the right region, which lies below and to the right of OB and the star
region, which is between OB and OD. Again the �ow variables are known in the left and
right regions and they set up the initial values for the Riemann problem. However, in the star
region, the �ow variables are unknown. Therefore, the target is to �nd the normal �uxes in
the star region.
The HLL solution scheme starts with the application of Green’s theorem to Equation (6).∮

(q dxn − f(q) dt) (12)

By knowing that −xn
L =−�min�t, and xn

R = �max�t, Equation (12) is integrated over the control
volume EOCD yielding;

q∗= qL +
f(q∗)− f(qL)

�min
(13)

Equation (12) is also integrated over OABC and that gives

q∗= qR +
f(q∗)− f(qR)

�max
(14)

Eliminating q∗ from Equations (13) and (14) gives the normal �ux equation for the star
region, which is given in Equation (15).

f(q∗)=
�maxf(qL)− �minf(qR)

�max − �min
+

�max�min(qR − qL)
�max − �min

(15)

The full solution for the estimation of the normal �ux using the HLL scheme is given by

f(qL; qR)=



f(qL) if �min¿0;

f(qR) if �max60;

f(q∗) Otherwise

(16)

Now, the solution requires the estimation of minimum and maximum wave speeds. There are
di�erent approaches for estimating them [21]. Here, two-rarefaction wave approximation is
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* Region P

�3
�1

�st1
�st3

L R

Figure 6. Wave speed estimation.

adopted (there is a smooth transition between the initial constant states). The wave speeds
can be computed using the Riemann invariants (Figure 6).
In Figure 6, let �st1; �st3 be the negative and the positive characteristic in the star region,

respectively (known also as C−; C+) and let P be a point in the star region. The task is
to �nd �min, which could be either �1 or �st1 and �max, which could be either �3 or �st3.
Therefore, the velocity ust and the water depth hst are needed in order to compute the slope
of the characteristic in the star region.
As stated previously, along the negative characteristic �1 the Riemann invariant is found

to be  11 = u− 2c, and along the positive characteristic �3, the Riemann invariant is given by
 13 = u+ 2c. Hence, at the point P, the following relationships can be written as

uL + 2
√

ghL = ust + 2
√

ghst ; uR − 2
√

ghR = ust − 2
√

ghst (17)

By adding these two relationships together, the velocity in the star region can be found as
follows:

ust =
uL + uR
2

+
√

ghL −
√

ghR

and by substracting one from the other, it can be shown that:

√
ghst =

uL − uR
4

+
(
√

ghL +
√

ghR)
2

Now, the wave speeds can be given as follows:
�min = min(�1; �st1); �max = max(�3; �st3) where �1 = uL − √

ghL, �3 = uR +
√

ghR ;
�st1 = ust −

√
ghst and �st3 = ust +

√
ghst .

The steps required for solution by the HLL method can be summarized as follows:

(a) Prepare the left and right initial data for the initial value Riemann problem for the each
cell interface by computing the transformed velocities uL and hL for the left interface
and uR and hR for the right interface.

(b) Compute �1; �3; �st1; �st3 and �nd the minimum and maximum wave speeds �min and
�max.

(c) Use Equation (16) to estimate the normal �uxes.
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Figure 7. The structure of the Riemann problem in the HLLC scheme.

3.3. HLLC scheme

This scheme is a modi�ed version of the HLL scheme. It was �rst introduced by Toro
et al. [28] for solution to the Euler equations. Unlike HLL, the middle characteristic is also
considered. The middle wave is also known as a Contact wave, which is why the scheme is
named HLLC. The Riemann structure has the form shown in Figure 7.
The normal �uxes are estimated as in the HLL scheme. Computation of the third component

(f3(q)= huv) of the normal �ux vector is computed as follows:
If �2¿0 then f3(q)=f1(q)vL if �260 then f3(q)=f1(q)vR
More explicitly, the case �260 can be given as follows:

f3(q)=
[
�max(hLuL)− �min(hRuR)

�max − �min
+

�max�min(hR − hL)
�max − �min

]
vR

Fraccorollo and Toro [29] have also given more reliable wave speed estimates in the case
of a dry bed.
The basic steps in the HLLC solution are given below:

(a) Prepare the left and right initial data for the initial value Riemann problem for the
each cell interface by computing uL, vL and hL for the left interface and uR, vR and
hR for the right interface.

(b) Compute wave speeds by considering also dry bed conditions, �1; �3; �st1; �st3; �2 and
take the maximum and minimum wave speeds and the speed of contact wave.

(c) Use Equation (16) to compute the normal �uxes.

3.4. Roe (�ux di�erence splitting) Scheme

This method, introduced by Roe [24], is sometimes referred to as the �ux di�erence split-
ting (FDS) method. First, a modi�ed linear coe�cient matrix is introduced [19]. There are
three conditions that this matrix must satisfy; hyperbolicity, consistency and conservation (see
Reference [21]). Then, Equation (6) can be rewritten as

@q
@t
+ J′

@q
@x
= 0 (18)
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where J′ denotes the modi�ed Jacobian matrix. This matrix, its eigenvalues and eigenvectors
are written in terms of average values, which are calculated using the variables h, u and v on
either side of the Riemann interface. These average values given below are found during the
construction of the modi�ed Jacobian matrix providing that three conditions mentioned above
are satis�ed.

u′=
h1=2R uR + h1=2L uL

h1=2R + h1=2L
; v′=

h1=2R vR + h1=2L vL
h1=2R + h1=2L

and c′=

√
g(hR + hL)

2

The next step is to write the di�erence in the conservative variable vector q across the
Riemann interface in terms of the eigenvectors, which gives:

�q= qR − qL =
3∑

i=1
�′iS′i (19)

where the coe�cients �′i ; i=1; 2; 3 are called the wave strengths.
This equality can also be written as follows:

�h= �′1 + �′3; �(hu)= �′1(u
′ − c′) + �′3(u

′ + c′); �(hv)= �′1v
′ + �′2 + �′3v

Rearranging these equations to obtain �′i explicitly in terms of the element �q, we have

�′1 =
�h
2
+

u′�h−�(hu)
2c′

; �′2 =�(hv)− v′�h; �′3 =�h− �′1

Then the normal �uxes are found by

f(qL; qR)= 1
2(f(qL) + f(qR))− 1

2

3∑
i=1

�′i�
′
i�

′
i (20)

The de�nition of normal �uxes can also be expressed in alternative ways (see Reference [25]).
Note that the eigenvalues and eigenvectors are of the same form as those given earlier

because of the similarity between the Jacobian matrices J and J′ i.e. �′1 = u′ − c′; �′2 = u′; �′3
= u′ + c′.
Under some conditions the solution procedure given here violates the entropy condition

given below.

�′iL¿Si¿�′iR

where �′iL and �′iR denote the average value of the ith characteristic for the left and right hand
side of the wave. Si is a shock speed expressed by the Rankine Hugoniot jump condition
given below:

f(qR)− f(qL)=Si(qR − qL)
In the test cases we have investigated that this only causes a problem in the dam break case
and this is due to the occurrence of a rarefaction shock i.e. the left wave is a rarefaction
(�1L6�1R) and is sonic (�1≈ 0). The solution produces an unphysical discontinuity. Detailed
information about the entropy violation and how to �x it can be found in Toro [21].
As can be seen in the above reference, there are several ways to �x this problem. Here,

Harten–Hyman entropy �x [30] is applied. Brie�y, in the case of a sonic rarefaction wave, the
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corresponding wave speed (if �1 corresponds to the left sonic rarefaction, or if �2 corresponds
to the right sonic rarefaction) is rede�ned. This solves the problem of the unphysical jump.
The steps in FDS solution are given below:

(a) Prepare the left and right initial data for the initial value Riemann problem for the
each cell interface by computing uL, vL and hL for the left interface and uR, vR and
hR for the right interface.

(b) Compute the average velocities and celerity u′; v′; c′.
(c) Compute �′i and �′i , i=1; 2; 3.
(d) Fix the entropy violation if it exists.
(e) Compute the normal �uxes using Equation (20).

3.5. Flux vector splitting scheme

The �ux vector splitting (FVS) method, �rst introduced by Steger and Warming [31] has a lot
in common with the FDS approach. However, as is indicated by the name of the method, the
�ux vector is split rather than the �ux di�erences. This method generates the same entropy
violation as the Roe scheme, which is not �xed in the SHAW5o model but it can be [26].
Tan [25] and later Zhao et al. [4] applied the FVS method to the shallow water equations,
which required the introduction of an additional equation; an energy equation, in order to
ensure �ux homogeneity.
Inclusion of the energy equation changes the character of the problem, leading to a di�erent

Jacobian matrix to the one discussed earlier [4]. The method proceeds by decomposing the
Jacobian according to the sign of the eigenvalues into J=J+ + J−. The �ux vector is also
decomposed and written in the split form given below:

f(qL; qR)= f+(qL) + f−(qR)

where q=(h; hu; hv; e)T, e= gh2=2 + h((u2 + v2)=2) and f(q)= (hu; hu2 + gh2=2; huv;
u(e+ gh2=2))T.
The + sign on top of the split �ux indicates that it has only positive eigenvalues. Similarly,

the − sign represents the �ux with negative eigenvalues: �+ = max(�; 0) and �−= min(�; 0)
In computing the normal �uxes, only the �rst three component of f(qL; qR) are required,

since the value of the fourth component is not of interest in the solution to the shallow water
equations.

f(qL; qR) =
h
4




2�+2 + �+3 + �+1
2�+2uL + �+3 (uL + cL) + �+1 (uL − cL)

2�+2 vL + �+3 vL + �+1 vL




+
h
4




2�−2 + �−3 + �−1

2�−2 uR + �−3 (uR + cR) + �−1 (uR − cR)

2�−2 vR + �−3 vR + �−1 vR


 (21)
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The steps in the FVS solution method are given below:

(a) Prepare the left and right initial data for the initial value Riemann problem for the
each cell interface by computing uL, vL and hL for the left interface and uR, vR and
hR for the right interface.

(b) Compute the eigenvalues for the left and right interfaces. Check whether the eigenval-
ues are greater than or less than 0. If the eigenvalue on the left is greater than 0, take
it as it is. Otherwise, take 0 instead. If the eigenvalue on the right is greater than 0,
take 0, otherwise take it as it is.

(c) Use expression (21) to �nd the normal �uxes.

4. SECOND ORDER ACCURACY

In some cases second order accuracy is required, particularly when modelling problems which
exhibit signi�cant discontinuities in the �ow. Obviously, they generally give better results than
�rst order schemes.
As our problem is also a time dependent problem, second order accuracy in both time and

space must be achieved. It will be shown later that second order accuracy in space is achieved
by a so-called variable extrapolation approach. Meanwhile, second order accuracy in time can
be achieved either using van Leer to Hancock method [32], or a predictor–corrector method
given by Hirsch [26].

4.1. Second order accuracy in space

In order to achieve second order accuracy in space, the cell boundary values are used instead
of cell centre values as in the �rst order accurate solution. We use a second order fully one-
sided scheme [26]. In other words, one-sided extrapolation at the interface between average
values at the two upstream cells is carried out giving the cell boundary values, immediately
adjacent to the Riemann interface:

pi+1=2L = pi + 1
2(pi − pi−1) (22)

pi−1=2L = pi − 1
2 (pi+1 − pi) (23)

where the superscript refers to the position of interest and the subscript refers to the side
of the Riemann interface under consideration. Figure 8 shows the left and right interface
Riemann data for the one-dimensional case.
Therefore, for this particular one-dimensional problem we have two Riemann interfaces

each with a left and right conserved physical vector. Since the values of p inside the cell are
de�ned earlier, we can de�ne pR for both interfaces using:

pi+1=2R = pi+1 − 1
2 (pi+2 − pi+1)

and

pi−1=2R = pi−1 + 1
2(pi−1 − pi−2)

In the beginning of Section 3, it is said that the second order accurate solution does produce
unwanted local maxima (overshoot) or minima (undershoot). In order to avoid this behaviour,
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Figure 8. Second order accurate representation of Riemann problem in 1D space.

so called limiters are used. There are two types; �ux limiters and slope limiters. Their name
comes from the fact that they limit either the �uxes themselves or slope of the Riemann data.
Here, we have brie�y explained the slope limiters given in the literature and used in our
model development.
The numerical generation of oscillations occurs because of the numerical treatment of the

second-order approximation. They, in fact, are produced when the slope in a cell becomes
larger than the di�erence between adjacent mean values [26].
The reason limiters are used is to limit the slope of variables in a cell so that there will

be no overshoots or undershoots. This is achieved by multiplying the slope of variables by a
non-linear function, which varies with the type of limiter. De�nition of a suitable non-linear
function can be found in the literature [21, 26].
Here, four slope limiters are introduced. The reader is referred to the literature for more

detail. These four slope limiters are van Leer, Superbee, Minmod, and van Albada. They are
expressed in the literatures as follows:

(a) van-Leer limiter

’(r)=
r + |r|
1 + r

where r is a gradient ratio (gradient of the slopes) for one of the components of p and
’(r) is a non-linear function of r. To avoid an over or undershoot at i+1=2, the ratio
for the jth component of p is given as; ri+1=2jL = (pi+1)j − (pi)j=(pi)j − (pi−1)j. For the
interface i−1=2, it is expressed as ri−1=2jL = (pi)j − (pi−1)j=(pi+1)j − (pi)j. Note that these
limited data are inside a cell under consideration.

(b) Superbee limiter
’(r)= max[0;min(2r; 1);min(r; 2)]

(c) Minmod limiter
’(r)= max[0;min(1; r)]

(d) van Albada limiter

’(r)=
r + r2

1 + r2

Finally, Equations (22) and (23) can be rewritten for the �rst component h as follows:

hi+1=2
L = hi + 1

2 ’(r
i+1=2
1L )(hi − hi−1) (24)

hi−1=2
L = hi − 1

2 ’(r
i−1=2
1L )(hi+1 − hi) (25)
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The principle underlying the use of limiters is that there is a total variation diminishing
(TVD) property for non-linear equations see Toro [21], Leveque [22], Hirsch [26], Jeng
and Payne [33], Arora and Roe [34], Delis and Skeels [35]. The reader can look at these
publications for more details about the concept of TVD. The di�erences between the slope
and �ux limiters and also between the slope limiters presented here can be found in these
publications.
As can clearly be seen there are �ve cells involved in the solution. The second order

accurate solution presented is only valid for structured and uniform grids. Recently, Causon
et al. [17] presented an approach, which is also valid for structured non-uniform grids. This
can be implemented quite simply. For instance, for the �rst component of p, h, the data on
either side of the right cell interface (i+1=2; j) can be expressed for two dimensional problem
as follows:

hi+1=2
L = hn

i; j +
∣∣∣∣ X [i; j]
X centre[i + 1; j]− X centre[i; j]

∣∣∣∣’(ri+1=21L )(hn
i; j − hn

i−1; j) (26)

hi+1=2
R = hn

i+1; j +
∣∣∣∣ X [i + 1; j]
X centre[i + 1; j]− X centre[i; j]

∣∣∣∣’(ri+1=21R )(hn
i+2; j − hn

i+1; j) (27)

where i, j de�ne the cell position in two dimensional space, X is a distance normal vector,
normal to the interface under consideration, X centre is the x co-ordinate of the central point
of the cell.
It can be seen that, for uniform rectangular grids, the terms∣∣∣∣ X [i; j]

X centre[i + 1; j]− X centre[i; j]

∣∣∣∣ and
∣∣∣∣ X [i + 1; j]
X centre[i + 1; j]− X centre[i; j]

∣∣∣∣
reduce to 1=2.
Similarly in the other interfaces i.e. (i − 1=2; j); (i; j+ 1=2), the Riemann interface data are

constructed.
It should be mentioned that in the literature a variable extrapolation method is also known as

Monotone Upstream-centered Scheme for Conservation Laws (MUSCL). This approach indeed
preserves the monotonicity thanks to the use of a limiter, and is upwinded and centred.

4.2. Second order accuracy in time

In this section we will present two approaches for the time integration which provide second
order accuracy. One is the Hancock two stage time integration method [32], and another is a
predictor–corrector method given by Hirsch [26].

(a) Hancock method: This method requires a half time step solution initially and then these
values are updated in the following stage. The two stages are described as the predictor and
corrector stage and they are given as follows:

Predictor stage:

pn+1=2
i; j = pn

i; j −
�t
2Ai; j

m∑
k=1
T−1(�)f(q)Lk (28)

Copyright ? 2002 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2002; 40:1237–1273



1254 K. S. ERDURAN, V. KUTIJA, AND C. J. M. HEWETT

It is important to say that the predictor stage does not require a conservative solution be-
cause it de�nes only an intermediate update for pn

i; j over a half time step [21]. In other
words, there is no need to solve the Riemann problem at this stage and the numerical �uxes
are simply computed using the constructed and transformed conservative variables inside the
cell.
This can be achieved by multiplying the cell interface data by the inverse transformation

matrix and then computing the �uxes using these data. It is also worth noting that this
computation is carried out within the same cell; no neighbouring cells are involved.

Corrector stage:
Unlike the predictor stage, this stage is fully conservative. Thus it requires use of one of

the Riemann problem solvers to compute the numerical �uxes. Hence, the transformed data
at both Riemann interfaces are used i.e one inside the interface of a cell under consideration
the other at the interface of the neighbouring cell.
Before giving the expression for this stage, it is necessary to explain that the data re-

construction procedure needs to be repeated. Fortunately, the same gradient computed in the
predictor stage is used. For example, repeated data reconstruction at a point (i + 1=2; j) can
be given for the �rst component as follows:

hi+1=2
L = hn+1=2

i; j +
∣∣∣∣ X [i; j]
X centre[i + 1; j]− X centre[i; j]

∣∣∣∣’(ri+1=21L )(hn
i; j − hn

i−1; j) (29)

hi+1=2
R = hn+1=2

i+1; j +
∣∣∣∣ X [i + 1; j]
X centre[i + 1; j]− X centre[i; j]

∣∣∣∣’(ri+1=21R )(hn
i+2; j − hn

i+1; j) (30)

Similarly, all data in the other interfaces can be reconstructed.
Now, the corrector stage can be written as

pn+1
i; j = pn

i; j −
�t
Ai; j

m∑
k=1
T−1(�)f(qp)Lk (31)

where qp refers to predictor data which is transformed and reconstructed. The Riemann
problem is set up according to this.

(b) Hirsch method: This method also has two stages; predictor and corrector. This approach
di�ers from the Hancock method in that the solution of the Riemann problem is repeated in
both stages, which means that they both have a conservative solution, and data construction
is performed only at the corrector stage.

Predictor stage:
The same expression can be used as that given in Equation (28). Then the �uxes are computed
by solving the Riemann problems at the cell interfaces at both the cell under consideration and
at its neighbouring cells. Moreover, the conservative variables do not need to be constructed.
This stage uses only the cell centre data, not the cell interface data.

Corrector stage:
Before the corrector stage, the conservative variables in both Riemann interfaces are con-
structed in order to provide second order accuracy in space. This can be done by using the
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same expressions (Equations (29) and (30)). This is usually described as data construction
(see Hancock method). Now, we can use Equation (31) to evaluate the next time step values.
The steps to be taken in both approaches can be summarized as follows:

(a) Hancock method:

(a) Construct overall data by using MUSCL method i.e. use Equations (26) and (27).
(b) Compute the numerical �uxes without solving Riemann problems but using the

constructed data at the cell interfaces inside the cell under consideration.
(c) Use Equation (28) to complete the predictor stage.
(d) Reconstruct overall data, this provides the cell interface data to be used for the

solution of Riemann problems at the cell interfaces e.g. use Equations (29) and (30)
at the interface (i + 1=2; j).

(e) Use Equation (31) to evaluate variables at the next time step.

(b) Predictor–Corrector by Hirsch:

(a) Compute the numerical �uxes as done for the �rst order accurate �ux computations
i.e. use Equation (8) but take �t=2 instead of �t for a half time step solution.

(b) Construct overall data, e.g. use Equations (29) and (30) at the interface (i+1=2; j).
(c) Use Equation (31) to evaluate variables at the next time step.

As before, the source terms have not been taken into account yet. In order to provide a second
order accuracy including the source terms, the overall solution reads:

pn+1 =S(�t=2)[H(�t)[H(�t=2)[S�t=2[pn]]]] (32)

5. MODEL (SHAW5o)

In order to assess and compare the performance of the numerical methods presented, a program
called SHAW5o (SHAllow water equations solved by �nite volume method) is used. It is
a hydrodynamic model developed by the �rst author at Newcastle University [Erduran, KS.
1999; Internal Report, University of Newcastle]. The code is written in the object-oriented
programming language DELPHI 5 which is a rapid application development tool (RAD),
provides pre-programmed objects for the graphical user interface. Programs written in Delphi
exceed the speed and e�ciency of programs written in C, C++, Borland Pascal 7.0 and
Visual Basic [36].
The main features of the model are:

(a) Five Riemann solvers; HLL, HLLC, Osher, Roe and FVS.
(b) Suitability for both �rst and second order accurate computations.
(c) Two alternative time integration methods for second order accuracy in time; Predictor–

Corrector and van Leer to Hancock.
(d) Four limiters; Superbee, Minmod, van Leer and van Albada,
(e) Ability to handle complex topography i.e. use of a variety of cell shapes. In particular,

any grid type such as unstructured, non-uniform can be used if �rst order accuracy is
chosen. Second order accurate solution is restricted to structured grids but they can be
non-uniform. For the slope computations, a surface slope is de�ned. As long as the
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co-ordinates (x; y; z) of the corner of the cells are known the model can compute the
slope in the x and y directions.

(f) Ability to handle di�erent boundary conditions. The boundary conditions available in
the program include; rating curves, time dependant discharge boundary, given discharge
and water depth or both, closed or open boundaries.

The model has been used in three previous studies [10, 13, 37]. The performance of the
�nite volume schemes implemented for a variety of conditions is assessed and comparison is
made between the di�erent schemes.
One limitation of SHAW5o at present is the absence of an automatic grid generation facility.

In our experience the most di�cult part of setting up a simulation is the preparation of data.
Use of an automatic grid generator, which also produces grids dynamically, would greatly
speed up the process of running simulations.

6. TEST PROBLEMS

Several test cases from the literature have been selected to assess the schemes including a one-
dimensional (1D) dam break, a two-dimensional (2D) partial dam break, a 2D circular dam
break, a shock re�ection and drying and wetting processes in a channel. Since the examples
are from the literature, not all the details of how they are set up are given. All of the tests
are performed using SHAW5o.

6.1. 1D complete failure of a frictionless dam break

This problem was �rst reported by Garcia and Kahawita [38] and has been used by several
authors such as Zhao et al. [4, 6]. Similar examples can be found elsewhere in the literature
([2, 7, 39]). This example is generally used to illustrate the shock capturing capabilities of the
schemes but has also been used to compare three Riemann solvers with �rst order accuracy [4]
and to compare results obtained with �rst and higher order accuracy [16].
The problem is set up as follows; the computational domain is divided into 300 cells. The

size of each cell is 1×1m. A dam is initially situated in the middle of the domain. The initial
�ow condition is given as 5 m water depth upstream (u=s) of the dam and 0.3m water depth
downstream (d=s). The dam is removed instantaneously and the model is run for 10 seconds.

6.2. 2D partial dam break

This is one of the most popular examples in the literature. Authors who have presented
this problem include Glaister [2], Zhao et al. [4, 6], Mingham and Causon [5], Alcrudo and
Garcia-Navarro [19], Fennema and Chaudhry [40], Anastasiou and Chan [41], and Louaked
and Hanich [42]. This example is of particular interest because it is 2D and the solution is
characterized by one wave (a shock wave) travelling d=s with a sudden increase in water
depth and a second wave (a rarefaction wave) travelling u=s with a decrease in water depth,
often described as a rarefaction shock.
The computational domain is divided into a 40×40 rectangular grid. Each cell has a length

of 5m in both the x and y directions. A dam is again located in the middle of the domain and
it is assumed that there is a 75 m breach. Water depths of 10 and 5 m are taken as u=s and
d=s initial �ow conditions, respectively. The run is completed 7:2 s after failure of the dam.
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6.3. 2D circular dam break

A column of water in the middle of the computational domain is suddenly released and a
shock wave propagates in radial directions. It is again a frictionless computation. References
include [5, 19, 41]. As Alcrudo and Garcia-Navarro [19] note, this problem becomes 1D in the
radial direction. They set up this problem in order to demonstrate the ability of the method
to conserve symmetries and to illustrate the importance of grid selection.
Both a rectangular grid and a circular grid are tested. While the number of cells we use

is 100×100, each of which has a size of 0:5×0:5 m, the number of circular bands and their
size are taken exactly as reported in the literature. They are: 25 cells of 1m length along the
radial direction and 50 cells in the tangential direction.
Initial conditions are the same in both cases and 10 m water depth up to a radius of

11 and 1 m water depth from 11 to 25 m. The run is completed after 0:69 s.

6.4. Oblique shock (oblique jumps, oblique bore re�ection)

An oblique shock occurs when supercritical �ow hits a wall at an angle to the direction of
�ow and thus the �ow is de�ected. This example can be found in the same references as for
Test 6.3 as well as in References [4, 39], and there is a similar problem tested by Chippada
et al. [9].
The computational domain is divided into a grid of 60×80 cells, which are composed of

rectangular and non- rectangular grids. The angle of re�ection is taken as 8:95◦. The initial
condition is a water depth of 1m, and a velocity of 8:57m=s in the x direction. The upstream
boundary has a 1 m water depth and a velocity of 8:57 m=s, resulting in supercritical �ow.
The downstream boundary is assumed to be open.

6.5. Irrigation channel

Zoppou and Roberts [11] used this example to illustrate the wetting and drying capabilities
of their model. Once the model begins to run, the slope of the channel and the di�erences
in water depth cause the water to start to �ow, which in turn drives the wetting and drying
processes.
An irrigation channel, 400 m long and 50 m wide, has a slope of 0.02 and Manning’s

roughness coe�cient of 0.02. Initially the part of the channel 0–150m and 250–400m is dry
and between 150 and 250 m there is a 10 m water depth. 5×40 rectangular cells are used.

7. RESULTS AND DISCUSSION

7.1. Accuracy and applicability

Our aim is to highlight the di�erences between the solution methods presented rather than
to demonstrate the features of the methods such as their shock-capturing capabilities. Such
features are already proven and can be found in the literature.

7.1.1. Frictionless 1D dam break. In the literature, Test 6.1 is used to demonstrate the shock
capturing capabilities of the schemes. Once the dam fails a rarefaction wave travels u=s causing
a decrease in water depth, and a shock wave travels d=s with an abrupt increase in water depth.
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Table II. Results of 1D dam break problem.

First order accurate in time and space

Schemes Velocity at dam side (m=s) Water depth at dam side (m)

Exact† 4.670 2.220
Osher 4.661 2.222
Fvs 4.463 2.316
HLL 4.459 2.285
HLLC 4.459 2.285
Roe 4.717 2.212
Roe entropy �xed 4.639 2.233

† Taken from Zhao et al. [10].

It has been observed that the schemes capture the shock. However, it has also been seen that
the Roe and FVS schemes produce an unphysical jump at the dam location. This problem is
discussed in Section 3.4 and is known as an entropy violation. For both of these schemes there
are techniques that are used to �x this problem (see for example Reference [26]). Table II
shows that for the Roe scheme this jump results in considerable errors in both water depth
and velocity. This problem is seen in dam break problems in the literature (see for example
Reference [39]). Thus, application of the Roe and FVS schemes without �xing the entropy
violation can produce errors where the sonic (critical) point occurs.
The exact results given in Reference [4] were used to compare with the results of the

numerical schemes. The results show that the Osher scheme is the most accurate. No di�erence
is observed between HLL and HLLC for this test; their results are the least accurate. The value
given in Table II for the Roe scheme is an average value over the unphysical discontinuity
and therefore appears to be more accurate than it actually is. The Roe scheme is greatly
improved by �xing the entropy violation. Therefore for this problem placing the schemes in
order of increasing accuracy gives: HLL/HLLC, FVS, Roe, Roe with entropy �xed (REF),
Osher, and exact.
We have extended the 1D dam break test case with a grid range of 0.25, 0.5, 1, 2, 4, 5,

8, 10 m. The results for second order accuracy are given in Figure 9 for di�erent grid sizes.
The time step is 0.05s for all cases.
The grid size is an important factor in determining the accuracy of a scheme. Figure 9

shows how the accuracy improves as the grid size decreases for both velocity and water
depth at the location where the dam was initially. The results are very close to the exact
results when the grid size is 0.25m. It is noted that, although Figure 9 shows the accuracy
changing linearly with grid size, this happens due to results obtained by averaging of data
points in front and behind the dam. The shock height and speed of the shock are found to be
1:655m and 7:27m=s for all cases. In order to assess the e�ect of slope limiters on accuracy,
Test 6.1 was repeated using the HLLC scheme with four limiters and the results show that,
except for the superbee limiter which gives a sharper pro�le, most limiters produce similar
e�ects. These results agree with those reported by Hu et al. [7]. It has been observed that
there is no signi�cant di�erence between the accuracy of predictor-corrector time integration
and van-Leer to Hancock approaches (Figure 10).
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Figure 9. Second order results for 1D dam break problem at dam side for di�erent grid sizes obtained
using van-Leer to Hancock time integration approach and Minmod limiter: (a) water depth; (b) velocity.

7.1.2. 2D partial dam break. This problem is also used to illustrate the shock capturing
capabilities of the schemes. Again the �ow is characterised by a rarefaction wave travelling u=s
and a shock wave travelling d=s. Unlike the 1D dam break problem, it shows the formation of
a 2D bore. Plate 1 shows the results of the HLL, HLLC and Osher schemes for comparison.
Discrepancies between the results obtained from the HLL and HLLC schemes arise; the
maximum di�erences are observed u=s of the dam. The results of the Osher scheme show
good agreement with the HLLC scheme indicating that the HLL scheme is the one that has
a problem, perhaps because of the omission of the second characteristic.
Plate 2 shows the results of the same problem but with the grid size reduced to half

the previous one. Again the maximum di�erences are seen in the region just u=s of the
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Figure 10. Results for 1D dam break problem obtained by Predictor–Corrector and van-Leer to Hancock
time integration methods using the Osher scheme and superbee limiter: (a) water depth; (b) velocity.

dam. The HLL and HLLC schemes exhibit di�erences between the results only in the 2D
case. Since there are no exact results for this test, accuracy cannot be discussed. However,
Plate 2(b) shows that while the velocities obtained from all the schemes in y direction are
almost identical, in the x direction the velocities obtained from the HLL and FVS schemes
are quite di�erent from those of the others.

7.1.3. Circular dam break. A 2D circular dam break problem is also found in the literature.
Alcrudo and Garcia Navarro [19] use it to check the ability of the method to preserve cylin-
drical symmetry. Alcrudo and Garcia Navarro [19] and Mingham and Causon [5] reported
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that this test also demonstrates the e�ectiveness of the mesh selected to represent the problem
at hand. In order to show the grid e�ectiveness, this test is also applied to a domain which
is covered by a rectangular grid. Unlike other authors, we have selected 100×100 rectangular
cells in order to represent the circular initial �ow condition more closely. In the circular grid
case, the number of cells in the radial and tangential directions is taken to be the same as
that used in the literature. When the column of water is released, the shock wave results
in a dramatic increase in the water depth in the lower region and propagation in the radial
direction, producing a circular propagation path. Plate 3 shows the sectional view (a cut along
one direction) of the 2D circular dam break with a rectangular grid.
Plate 3(a) shows that, while the shock is captured well by the Osher, Roe entropy �xed

and HLLC schemes, the HLL and FVS schemes again smear the results at the beginning of
the shock. Although second order accurate solutions capture the discontinuous nature of the
problem better than �rst order schemes, their results do not show such large di�erences, see
Plate 3(b).
In the rectangular grid case (Plate 4), it is clear that the cylindrical propagation of the

shock front is not perfect. Even in the case of a second order accurate solution with a
rectangular grid, the cylindrical propagation of the shock front is poor. This could be because
of the use of rectangular grids, with which it is not possible to set up a perfect cylindrical
�ow condition initially. It may also be concluded that the use of rectangular grid leads to
noticeable oscillations in water depth between the shock front and the depression wave. Hence,
small kidney shaped contours occur.
Results show that each limiter produces similar but slightly di�erent results (Plate 5). The

superbee limiter tends to produce a steeper pro�le and a greater depth. Thus this limiter is
particularly well suited to problems involving a sharp cornered shock front such as Test 6.1.
Results obtained using triangular grids show a similar lack of cylindrical symmetry to the
rectangular case [41]. However, use of circular grids for both �rst and second order accurate
solutions results in the required cylindrical symmetry. Sectional water pro�les for �rst and
second order results are shown in Plate 6.
These tests show that there are small discrepancies between the results obtained using

di�erent schemes and that increasing the order of accuracy makes very little di�erence to the
results. In the circular grid case, much better cylindrical and symmetrical shock propagation
are achieved (see Plate 7). Results obtained using the predictor–corrector and van Leer to
Hancock time integration methods produce very similar results (Plate 8).
Finally, this test demonstrates the importance of mesh selection on the simulation. As in

other applications, it has been seen that second order accuracy is generally better than �rst
order accuracy. It should be noted that the software used to draw these �gures also a�ects
the results.

7.1.4. Oblique shock. This example demonstrates the use of a second order accurate solu-
tion with a non-uniform grid. The computational domain is composed of quadrilateral and
rectangular cells.
With regard to accuracy, it is noted that the results agree well with those of the

published [4, 19, 39, 41]. As an example we provide one of the second order results (see
Figure 11).
The resulting oblique shock heights for �rst order Osher, FVS, REF, HLLC and HLL

are 1.498, 1.497, 1.498, 1.498 and 1:498 m, respectively. However, by using a second order
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Figure 11. Water depth for Second order oblique shock test results obtained using the Osher scheme,
van-Leer limiter and van Leer to Hancock time integration approach.

accurate solution, the exact result (1:5 m) reported by Zhao et al. [4] can be obtained. The
most important conclusion drawn from Test 6.4 is that the method presented is applicable to
non-uniform grids.

7.1.5. Wetting and drying processes. In �ood events, �ood plains are usually dry initially.
Some time after the �ood, they start drying again. In order to simulate such events, the model
should be able to deal with wetting and drying processes. Test 6.5, reported by Zoppou and
Roberts [11], was used to assess how well the numerical schemes can model these. Our
experience shows that there is no problem with wetting the initially dry areas for all of
the schemes tested provided that �ow conditions in dry cells are as follows: velocities are
zero and water depths are very small (0:00001 m). This small initial depth must be given to
avoid zero division occurring during the computation of velocities. Although this numerical
trick stops the model from failing, it changes the character of the problem, which may cause
inaccuracies [27].
Results obtained using SHAW5o show that, apart from the REF scheme, all of the schemes

tested can handle a drying process following a wetting process. However, the REF scheme
exhibits numerical failure just after drying process starts. During the drying process, the water
depth decreases below the initially given number for dry cells. This makes the REF scheme
fail. It may be said that the REF scheme is too sensitive to handle such a small number.
This is suggested by the fact that failure is sudden; even just before failure there is no noise.
On the other hand, the results obtained using other schemes agree well with published results
(Figure 12). For this test, the wave speed estimates for dry bed conditions given by Fraccarollo
and Toro [29] are used for the HLL and HLLC schemes.
Drying and wetting processes are two important processes occurring during �ooding. Any

of the schemes except the REF scheme can be used for such a simulation. The HLLC scheme
with the wave speed for dry bed conditions is preferred. Since we have not got exact results
accuracy is not discussed further.
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Figure 12. Elevation for wetting and drying test in a 400m long, 50m wide channel up to 150s obtained
using the Osher scheme, van-Leer to Hancock time integration approach and van-Leer limiter.

7.2. Simulation time

When the solution method is explicit the size of the time step must be limited in order to
ensure stability, which can result in long simulation times. Although the examples presented
are not real engineering problems, which are normally set up on considerably larger grids,
allowing a larger time step to be used, the time step limitation can still be severe. Therefore,
simulation time is a crucial consideration for modelling. In our analysis, we use SHAW5o
run on a Pentium III, 500MHz PC, Windows 98.
As shown in Plate 9, the FVS scheme (both �rst and second order accurate) provides the

quickest results, and the Roe scheme with Entropy Fixed (REF) takes the longest. Taking a
time step of 0.08 and 0:1 s for the simulation of 10 s results in such a fast simulation that
no di�erences are seen by the user. However, for the schemes tested, the following list runs
from slowest to fastest simulation; REF, Osher, HLL=HLLC, FVS.
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Table III. Requirement computer time ratio for 2D circular dam break simulation.

Time Ratio for 2D circular dam FVS OSHER REF HLLC HLL

First order, circular grid 1.00 1.27 1.60 1.20 1.20
Second order, circular grid 1.00 1.04 1.13 1.01 1.04
First order, rectangular grid 1.00 1.28 1.53 1.13 1.15
Second order, rectangular grid 1.00 1.03 1.07 1.05 1.05

These results agree with those reported by Zhao et al. [4]. The simulation time ratio of �rst
order to second order solution is given in Plate 10. Use of second order solution (van Leer
to Hancock) results in a considerable increase in the simulation time. While the maximum
increase is seen in the use of FVS, the minimum increase is estimated to correspond to the
REF. The increase varies between 2 and 6 times.
Plate 11 shows a comparison of simulation times for the predictor-corrector and van Leer

to Hancock time integration methods with the Osher scheme for the 1D dam break problem.
Except for the case of 0.1s time step, the van Leer to Hancock solution results in a longer
simulation time than the predictor–corrector approach. However, this exception may be caused
by a measurement error, which is based on rounding to the nearest second.
The fact that the van Leer to Hancock method takes longer to run despite the repeated

solution of the Riemann problem required by the predictor–corrector approach, leads to the
conclusion that reconstruction of conservative variables (repetition of data construction) takes
longer than solution of the Riemann problem twice. However, the time required to solve the
Riemann problem varies with the scheme. Simulation times for these two time integration
methods were also compared for the circular dam break problem with the FVS scheme. It is
again seen that the predictor–corrector method, which uses the conservative solution at both
stages, requires a shorter simulation time than the van Leer to Hancock approach does. The
ratio between them is found to be approximately 0.89.
Table III shows the computer time required to run �rst and second order accurate solutions

of circular dam break problems using rectangular and circular grids. Second order results are
obtained using van Leer to Hancock time integration approach and van Leer limiter. The ratio
of the simulation time required by four schemes to that required by the FVS method (the
fastest solver) is shown in this table.
Again the Roe scheme with Entropy Fixed results in the longest simulation, and the FVS

gives the shortest simulation. The schemes in order of speed, from slowest to fastest are: REF,
Osher, HLLC/HLL, FVS. Looking at the ratio of simulation time of �rst order to second order
(Figure 13), it is again clearly seen that second order accuracy is computationally expensive.
The maximum increase in simulation time is seen for the FVS method, and the mini-

mum is seen using the REF scheme. This is quite acceptable, the FVS gives the quickest
solution in all cases. In other words, it is found to be the fastest Riemann solver. How-
ever, the problem is not only solution of the Riemann problem but also the reconstruction
of data and this reconstruction step a�ects the simulation time seriously. Figure 13 shows
that the use of the slowest Riemann solver is the least a�ected. Similar results are ob-
served for other cases (Table IV). Again the ratio is de�ned in the same way as that in
Table III.
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Figure 13. 2D circular dam break problem. The ratio of simulation times
taken by �rst and second order schemes.

Table IV. Ratio of simulation time for Oblique shock and 2D partial dam break test case.

Test name FVS Osher REF HLLC HLL

Oblique shock 1.00 1.34 1.73 1.25 1.25
2D Partial dam break 1.00 1.14 1.29 1.00 1.00

7.3. Experimental stability analysis

Explicit schemes are those in which values are calculated at the new time step in terms
of values known at the previous time step. Although the solution and implementation of
explicit schemes is much easier than that of implicit schemes, which require a system of
equations to be solved, they require careful time step selection to ful�l stability requirements.
This restriction on the selection of time step can result in expensive computation. Stability
analysis for the algorithms presented requires non-linear analysis. The non-linear analysis is
normally simpli�ed to a linearised solution. Courant, Friedrichs and Lewy [43] de�ned a
stability criterion for fully explicit schemes given by CFL¡1 where CFL is known as the
Courant number.
However, di�erent authors use a di�erent de�nition of the Courant number, thus giving

di�erent time step limitations. For instance:
Zhao et al. [4] de�ned the Courant number as

CFL1=
�t
�s

∣∣∣∣�f(q)
�q

∣∣∣∣
max
61

where �s is a distance between the centres of two adjacent cells.
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Table V. Maximum allowable time steps.

Distance from cell centre Expression by
to the centre of adjacent Expression Mingham and Expression by
cell or �x (m) by Toro [21] Causon [5] Zhao et al. [4]

0.25 0.029 0.029 0.039
0.50 0.057 0.057 0.078
1.00 0.115 0.115 0.157
2.00 0.229 0.229 0.314
4.00 0.458 0.458 0.627
6.00 0.573 0.573 0.784
8.00 0.687 0.687 0.941
10.00 1.146 1.146 1.568

Toro’s de�nition [21] is

CFL2=
�t
�x

(�max)61

This expression is more suitable for �nite di�erence type 1D solutions. However, if uniform
grids are used, this condition applies to the �nite volume method if �x is taken to be the
distance between the cell centre and the centre of the adjacent cell. Mingham and Causon [5]
give an expression which applies to 2D �nite volumes:

�t = �min(�tx;�ty); �tx= min

{
Aij

|uijSi+1=2; j|+
√

ghij|Si+1=2; j|

}
;

�ty= min

{
Aij

|uijSi; j+1=2|+
√

ghij|Si+j+1=2|

}

where Si+1=2; j and Si; j+1=2 are presumably the distance between cell centre and the centre of
the adjacent cell in the x and y directions respectively and � is taken to be 0.9. Note that
for one dimension with a uniform grid, it reduces to the expression given by Toro above.
Note that these expressions are only valid in the absence of source terms. The stability also
depends on the stability of the split part [21].
For the 1D frictionless dam break problem, the maximum time step �tmax as calculated

by di�erent stability criteria is given in Table V. Note that the maximum time steps in this
table is computed by setting CFL1=1 and CFL2=1.
As anticipated the stability criteria given by both Toro [21] and Mingham and Causon [5]

produce the same maximum time step. On the other hand, using the criteria given by Zhao
et al. [4] results in a higher value.
Our experimental analysis is carried out for both �rst and second order accurate solutions

for each scheme for each �x. The maximum allowable time step is calculated not according
to complete numerical failure but to the �rst occurrence of signi�cant noise in the solution.
For instance, the second order Osher scheme is to be unstable for �t¿0:106 s for a grid size
of 1 m. However, complete numerical failure is observed only when �t reaches 0:108 s.
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Plate 1. First order results for 2D partial dam break problem obtained along a section at x=92:5 m:
(a) water depth; (b) velocity in the x and y directions.
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Plate 2. First order results for 2D partial dam break problem obtained along a section at x=92:5 m:
(a) water depth; (b) velocity in the x and y directions.

Copyright ? 2002 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2002; 40:(10)



0

2

4

6

8

10

0 25 50
Distance (m)

W
at

er
 D

ep
th

 (
m

)

Osher

FVS

REF

HLL

HLLC

3.0
3.1
3.2
3.3
3.4

10 11 12

0

2

4

6

8

10

0 25 50
Distance (m) 

W
at

er
 D

ep
th

 (
m

)

Osher HLLC

REF FVS

HLL

(a)

(b)

Plate 3. Water depth for 2D circular dam break problem using a rectangular grid: (a) �rst order;
(b) second order obtained using predictor–corrector approach and van-Leer limiter.
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Plate 4. Water depth contours for 2D circular dam break problem using REF and a rectangular grid:
(a) �rst order; (b) second order obtained using predictor–corrector approach and van-Leer limiter.
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Plate 5. Water depth contours for 2D circular dam break problem obtained using the
Osher scheme, predictor–corrector time integration approach and a rectangular grid:

(a) van-Leer; (b) Minmod; (c) van Albada; (d) Superbee.
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Plate 6. Water depth for 2D circular dam break problem using a circular grid: (a) �rst order; (b) second
order obtained using van-Leer to Hancock time integration approach and van-Leer limiter.
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Plate 7. Water depth for 2D circular dam break problem obtained using the HLLC scheme and a circular
grid: (a) �rst order; (b) second order obtained using van-Leer to Hancock approach and van-Leer limiter.

Plate 8. Water depth for 2D circular dam break problem obtained using a rectangular grid, the FVS
scheme and van-Leer limiter: (a) predictor–corrector; (b) van-Leer to Hancock.
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Plate 9. Comparison of simulation times for 1D dam break problem, second order results obtained
using van-Leer to Hancock time integration approach and Minmod slope limiter.

Plate 10. Ratio of simulation times for 1D dam break problem taken by �rst and second order solutions.
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Plate 11. Requirement of simulation time for time integration approaches obtained using the Osher
scheme and minmod limiter from 1D dam break test.

0.00

0.20

0.40

0.60

0.80

1.00

1.20

0 2 6 84 10
cell size (m)

T
im

e 
st

ep
 (

se
c)

Osher FVS

REF HLLC

HLL Linear Line

0.02

0.04

0.06

0.2 0.3 0.4 0.5

Plate 12. Maximum allowable time step for 1D dam break problem.
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Table VI. Maximum time step allowable for 2D partial dam break problem.

Test name: FVS Osher REF HLLC HLL

5 m cells 0.31 0.29 0.29 0.28 0.27
2:5 m cells 0.15 0.13 0.13 0.13 0.12

Note that the maximum allowable time step is estimated from the numerical experiment
whereas the maximum time step is computed as described earlier.
It has been found that the stability criterion using CFL2 and that given by Mingham

and Causon [5] agree and is more reliable. The criterion, CFL1 overestimates the maximum
allowable time step.
Our results show that the relationship between �x and �t is non-linear (Plate 12). There

are slight di�erences between the maximum time step allowable for each scheme. In partic-
ular Osher and REF schemes remain stable for a fractionally larger time step. Second order
schemes require a smaller time step than �rst order schemes. This may be connected with
the slightly higher velocities and water depths, generated by second order schemes. However,
these di�erences are not considered to be large enough to be signi�cant.
Comparing with the literature, Zhao et al. [4] note that the Osher and FVS scheme become

unstable when the time step �t¿0:1 s and an unstable result is observed when �t¿0:075 s
for the REF scheme. Our results also show that the Osher and FVS schemes become unstable
when �t¿0:107 s for �rst order solution with a grid size of 1 m. However, we also observe
that the REF scheme becomes unstable when �t¿0:107 s.
Stability analysis is performed for the 2D partial dam break problem, where two simulations

were run using grid sizes of 5 m×5 m and 2:5 m×2:5 m. The overall maximum time steps
providing stable results are given in Table VI. When CFL2=1, �tmax =0:396 s for a 5 m
grid and �tmax =0:198 s for a 2:5 m grid.
Table VI shows that the schemes are less stable when �x is reduced. But reduction of �x

does have not the same e�ect on stability as the reduction of �t. The relationship between
�x and �t is again non-linear. Surprisingly the FVS scheme is found to be the most stable.
However, it may be wrong to conclude that FVS is more stable since it produces lower
velocities (Plate 2), which plays a signi�cant role in stability. Other results are similar to that
of previous analyses. Again the experimental stable region is equated with the beginning of
signi�cant noise.
The stability test is extended to the oblique shock problem. Using CFL2 we �nd the

maximum time step, �tmax =0:0427 s. However, if you use CFL1, �tmax =0:0846 s. Our
experimental results showed that all schemes fail for �t ¿ 0:039 s. This result agrees well
with that reported by Mingham and Causon [5]. Our criterion for experimental stability is
again the beginning of noise, see Figure 14.

7.4. Splitting technique and source terms

As mentioned in Sections 2 and 3, our solutions are based on the solution to the Riemann
problem, which is found by splitting the shallow water equations and solving the homogenous
part only. This technique is known as the fractional step or splitting method in the literature.
Many authors such as Hu et al. [7], Zoppou and Roberts [11], Erduran and Kutija [10],
Erduran et al. [13] have used it. The advantage of the technique is that it is simple and easy
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Noise

Figure 14. 2D oblique shock test, experimental stability criterion, beginning of noise in front of shock.

to implement. In addition, the solution method for the split part is independent of the solution
to the homogenous part. Hence, any solution method suitable for ODEs can be used.
However it does not always work well, in particular in the case of static or steady �ows

in a channel with variable bottom topography. In such cases, errors are generated and arise
when there is signi�cant variation in the bottom of the channel, particularly at the boundaries.
More information about the problems associated with the splitting technique can be found in
Toro [21] and Leveque [44]. The concept of sti� source terms given by Toro is important for
the stability criteria. The time step cannot be chosen by considering the homogeneous part
only since this does not guarantee the stability of the source part.
In fact, the reason for the occurrence of errors caused by using the splitting technique is

well known. It is due to the imbalance between the �uxes and source terms. For instance, in
the 1D static �ow case, the following balance must be provided.

@
@x
( 12 gh

2)= gh(Sox − Sfx)

or in the steady state case

@
@x
(hu2 + 1

2 gh
2)= gh(Sox − Sfx)

The left hand side of this expression shows the �ux in the x direction and the right hand side
shows the source terms.
In order to balance �uxes with source terms, there are several alternative techniques in-

troduced in the literature. One approach is to upwind the source terms [8, 45]. Roe [46] has
also shown that the source terms can be upwinded in the same way as the �uxes. Another
technique is the quasi-steady Wave-propagation algorithm given by Leveque [44].
In order to show the occurrence of errors we have set up an example for which we know

the exact solution. Initially the �ow is at rest in a channel with 1 m width and 1 m water
depth. On the channel bottom there is a hump, whose height is 0:5m. The water should stay
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Figure 15. Occurrence of errors in the use of the splitting technique.

Table VII. Error estimation in splitting technique.

Absolute errors
Point Absolute Absolute errors with Absolute errors in total mass with
at errors re�ned grid in total mass re�ned grid

A,C 0.017333 0.001333
B 0.028 0.002 0.000146 0.00002512

at rest and there should be no �ow. When we run the model, it is seen that errors occur at
the surface above the hump. The absolute errors computed at points A, B and C in Figure 15
are given in Table VII. This result is obtained using 1 m×1 m cells everywhere. Then, we
re�ne the grid over the hump. The size of cells used is 0:2 m×1 m.
Our experiences show that the splitting technique works well when the bottom slope of

the channel is constant. Moreover it has two additional advantages over other methods; the
solution is independent of the solution to the homogeneous part and it is easy to implement.

7.5. Friction computation

Friction computation is also one of the drawbacks of the algorithms presented. This is because
friction computation is based on a wide channel assumption (that the channel width is much
greater than the water depth). In a wide channel, the hydraulic radius has a value close to
that of the water depth. In fact, the wider the channel, the closer the water depth is to the
hydraulic radius. Therefore, it can be assumed that h ≈ R for this kind of channel, where h
is water depth and R is the hydraulic radius.
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Table VIII. Performance of overall schemes according to the speci�ed criteria given earlier.

Ease of implementation Accuracy Applicability Stability Simulation time

HLL Osher Problems Almost FVS
HLLC REF with REF. identical HLL
FVS HLLC HLLC
REF FVS Osher
Osher HLL REF
Easiest to most di�cult Least to most accurate Fastest to slowest
Top to bottom Top to bottom Top to bottom

In the algorithms presented, friction computation is carried out using Manning’s formula
with a wide channel approximation. That is

Sfx=
n2vx

√
v2x + v2y

h4=3
in the x direction; Sfy=

n2vy
√

v2x + v2y
h4=3

in the y direction

where n is Manning’s resistance coe�cient.
However, in the algorithms presented and in many of the examples in the literature, these

expressions are used for all computations. Therefore, if the ratio of water depth to channel
width increases, the validity of the numerical solutions decreases.
Erduran and Kutija [10] demonstrate the validity of this assumption. They applied the �nite

volume method with the Osher scheme to several �ow conditions in the same channel. Then,
they compared the steady state results with the results obtained by Manning’s formula with
and without a wide channel approximation. As expected, their model results are almost the
same as the results obtained using Manning’s formula with the wide channel approximation.
However, it is clear from the results that this assumption leads to errors and that these errors
increase when the water depth increases.

8. CONCLUSIONS

As discussed above the performance of the schemes was evaluated according to the �ve crite-
ria; ease of implementation, accuracy, applicability, simulation time and stability. Table VIII
summarises the results of the numerical experiments in terms of these criteria.

8.1. Accuracy

The Osher scheme gives the most accurate results of the schemes tested. The Roe and FVS
scheme are unsuitable for problems involving rarefaction shock unless the entropy violation is
�xed. Otherwise they produce an unphysical jump, resulting in errors. The HLL scheme be-
comes di�usive in some cases. The HLLC scheme is found to be very e�cient and su�ciently
accurate to handle all of the �ow conditions tested. Second order schemes give better results,
but in some cases �rst order accurate solution works well. We have not found any signi�cant
di�erences between the predictor-corrector and van Leer to Hancock time integration methods
in terms of accuracy. Slope limiters play a minor role in determining accuracy. We found the
Minmod and van Leer limiters to be the most suitable. Second order or higher order accuracy
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may be preferred for the simulation of large discontinuities. However, we found second order
solutions accurate enough even for some extreme cases.
Accuracy of the �nite volume solution depends on the shape and size of grids. Re�ning

the grids gives better results. Introduction of more grid points is achieved by a static method
in the examples discussed, although it would be much better if a dynamic grid generator was
used. In particular, it may be needed for problems involving a moving shock wave. The shape
of the grid is important for both the representation of the computational domain and the �ow
conditions. The better the representation, the better the results.
The splitting technique introduces errors, which can be signi�cant in some problem. A

wide channel assumption can cause signi�cant errors in some cases and its use should thus
be considered carefully.

8.2. Applicability

Regarding applicability, of all the schemes tested only the REF scheme fails in some cond-
itions—those involving drying processes. This can be avoided by introducing a lower limit
for water depth in a cell. First order accurate solutions are more �exible, the algorithms
can be applied to both structured and unstructured grids without any problems. However,
second order accurate solution algorithms are valid only for structured grids, which can be
uniform or non-uniform. Use of the splitting technique provides some advantages since the
solution of ODEs does not depend on the solution of the homogeneous hyperbolic part.
Hence, introduction of additional source=sink terms does not increase the solution complexity.
For instance, we introduce rainfall as an additional discharge in the continuity equation by
use of the splitting technique. On the other hand, an additional split equation means additional
stability restrictions. Therefore, selection of the time step for stable computation is in�uenced
by two criteria.

8.3. Simulation time

In assessing simulation time, the FVS scheme was found to be the fastest and the REF
scheme was found to be the slowest Riemann solver. Second order accurate solutions result
in longer simulations, which can be twice or more of the computer time needed for a �rst
order accurate solution. One interesting conclusion is that the van Leer to Hancock method
takes signi�cantly longer to run than the predictor–corrector approach does.

8.4. Stability

Stability criteria given in the literature are useful for the beginning of a run, but are found to
be just an indicator. This is probably because the stability analysis applies to the linearized
equations only. In practice some of the algorithms fail at a Courant number of 0.7 using
condition CFL2. The stability regions of all the schemes presented are found to be almost
identical. It is observed that the relationship between the time step and the distance between
two neighbouring cells is non-linear. Therefore, to provide a stable solution, it is observed
that a reduction in time step is not proportional to a decrease in the grid size.
Finally, we would like to highlight that a �rst order accurate solution algorithm using either

the Osher or HLLC scheme can be recommended for simulation of all kinds of applications.
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FURTHER WORK

The splitting technique is not always the best way to treat source terms and other possible
terms such as lateral discharge. It produces errors in certain well-known cases. Other alterna-
tives are shown to exhibit good results in the existence of variable topography but none of
them have yet been proven to be the best. Each has its individual drawbacks and advantages.
This requires further investigation.
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